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ABSTRACT 

The balance of population health research with patient privacy is a growing bottleneck in 

healthcare innovation. This paper proposes a scalable solution to advance research with 

guarantees of privacy and data utility: synthetic healthcare datasets. We introduce a machine 

learning framework to generate high-quality synthetic healthcare data with both statistical 

and mathematical privacy guarantees. These datasets are generated from a model of a real 

population without using any real patient data, providing an option to perform analytics 

without needing to access patient data directly. 

We describe a hybrid Variational Autoencoder-Generative Adversarial Network (VAE-GAN) 

framework with differential privacy (DP), uniquely constructed for the challenges and 

structures of healthcare data (mixed types, temporality, complex correlations). Our solution is 

built with "medical constraint layers" that respect the natural rules of healthcare (e.g., a male 

cannot be pregnant) and preserve population statistics. We validate this method on our prior 

population health segmentation research and found that our synthetic data has 96.7% utility to 

the real data (across 15 epidemiological metrics) with (ε=1.0, δ=10^-5)-DP. The VAE-GAN-

DP solution successfully preserves critical relations: disease comorbidities (r=0.94), 

population disparities (KL divergence < 0.02), and natural progression of diseases over time 

(DTW distance < 0.05). 

We showcase synthetic data research in three case studies: (1) conducting published 

population health studies with synthetic data only, with 94% of the original results replicated; 

(2) training machine learning models on synthetic data that performed within 2.3% of the 

models trained on the real data; and (3) performing cross-institutional population health 

studies, for which data sharing was previously impossible due to privacy concerns. We also 

provide a regulatory review of synthetic data in U.S. healthcare (HIPAA Safe Harbor method 

is one of the ways to meet HIPAA de-identification standards) and international data 

laws. We offer the community open-source tools for synthetic data creation, validation, and 

regulatory compliance documentation. 

Our economic impact analysis shows that synthetic data could help population health 

research to progress 3-5x faster, while lowering compliance costs by 67% ($1.2 billion in 

data prep and legal expenses could be saved by the U.S. healthcare research industry 

annually). 

Keywords: Synthetic data generation, Privacy-preserving research, Differential privacy, 

Healthcare GANs, Population health analytics, HIPAA compliance, Data utility metrics, 
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Secure data sharing 

 

INTRODUCTION 

The proliferation of large health datasets has provided researchers with unprecedented 

opportunities to advance our understanding of population health. Real patient data with its 

complex patterns is central to investigations of disease prevalence, treatment outcomes, risk 

factors, and disparities across different populations. At the same time, real-world data also 

carries the real-world burdens of privacy, compliance with regulations such as the Health 

Insurance Portability and Accountability Act and the General Data Protection Regulation, as 

well as more general ethical risks and concerns (Jadon & Kumar, 2023). These obstacles can 

present real bottlenecks for large-scale population health studies as data sharing is 

constrained, leading to time-consuming delays, missed opportunities, or attempts to make do 

with data that is lacking for one reason or another. Synthetic data generation, however, offers 

a pathway towards realistic, artificial data that looks like patient information but preserves the 

privacy of individual people (Nikolenko, 2019). This reduces the ethical and compliance risks 

involved in dealing with sensitive personal health data, enabling innovation to thrive while 

adhering to the best practices for data governance and management (Tsao et al., 2023). In 

particular, it could allow for much stronger artificial intelligence solutions to be developed in 

regulated verticals such as healthcare, by allowing models to train on synthetic versions of 

diverse datasets while remaining compliant with data protection legislation (Godbole, 

2025). Moreover, allowing open access to synthetic data can remove the friction caused by 

data transfer restrictions between organizations, whether within the same country or across 

national boundaries, in order to enable more cross-institutional, large-scale collaboration 

(Ghalebikesabi et al., 2023). Generative AI models can be used to generate specific synthetic 

datasets that are tailored to particular use cases, allowing hypothetical situations and 

scenarios to be explored without having to use real data or risk privacy violations (Bhuyan et 

al., 2025). This creates unique opportunities to expand the scope of health datasets which are 

by their nature limited in size, expensive to obtain, and all too often unrepresentative of the 

broader population (Smolyak et al., 2024). Additionally, small datasets are especially difficult 

to use as model training data due to the risk of overfitting (Kitchen & Seah, 2017). Synthetic 

data can be used to remedy this by augmenting small datasets with additional synthetic 

training examples, which the model can then learn from in addition to real data (Kitchen & 

Seah, 2017).  

Finally, although the initial focus of synthetic data generation methods was on privacy 

protection, where synthetic data is created to closely resemble real data but stripped of 

sensitive attributes, use-cases have since been developed for using synthetic data to mitigate 

bias, improve utility, expand the size of datasets, and for data simulation for a variety of 

domains (Breugel & Schaar, 2023). This is a shift away from only trying to de-identify data, 

to using synthetic data to actively improve the data (Breugel & Schaar, 2023). The more 

advanced generative models, especially those based on deep neural networks such as 

Generative Adversarial Networks and Variational Autoencoders, have been shown to produce 

synthetic data that can be difficult to distinguish from real data using common analytic 

techniques (Jacobsen, 2023) (Xu & Veeramachaneni, 2018). 
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This paper explores various methods for generating realistic synthetic population health data, 

with an emphasis on methods which maintain privacy and utility of the generated data while 

still being compliant with current health data privacy regulations and policies. This includes 

an investigation of the associated privacy and policymaking implications of synthetic data 

generation, as well as a consideration of the need for the development of new policy tools and 

the retooling of legal frameworks for the purpose of achieving the desired level of trust in the 

activity of AI agents depending on synthetic data (Momha, 2025). Additionally, it explores 

the related need for new approaches for testing the quality of synthetic data in terms of its 

statistical and other metrics of similarity to the real data, in order to evaluate their privacy 

protection properties and other potential failure modes beyond what can be tested with 

traditional statistical evaluations (Chen et al., 2021). In particular, this should include ways in 

which synthetic data and models generated from them can accurately reproduce known data 

distributions and their performance in downstream analysis tasks in novel scenarios, with a 

view to ascertaining stability and generalizability of the methods and the resulting analyses 

(Xia et al., 2024). Although synthetic data offers good protection of sensitive information and 

is able to reproduce the global statistical properties of the original dataset, privacy risks can 

still be a concern and should be evaluated in a post-hoc manner as well (Giomi et al., 

2023). At the same time, a detailed understanding of the strengths and limitations of various 

synthetic data generation methods, including the more recent deep generative models is 

critical to appropriately assess and mitigate residual privacy risks, as well as other potentially 

undesirable properties for a variety of downstream analytical tasks (Hassan et al., 2023). This 

includes an assessment of neural network architectures and deep generative models which 

have played a large role in driving the recent progress in synthetic data (Lu et al., 2023). 

Since the quality of the synthetic data generated is directly dependent on the quality of the 

real-world training data, as the model needs to learn the distribution from which to generate 

similar-looking synthetic data (Marwala et al., 2023). Consequently, the source data used 

needs to be thoroughly cleansed and prepared to avoid a direct translation of poor quality data 

in the original data into the synthetic data, which would lead to a classic case of the garbage 

in, garbage out problem (Kowalczyk et al., 2022). At the same time, despite recent progress 

in this field, simple, naive approaches to synthetic data generation can lead to poor 

generalizability of downstream models and analytical techniques to the real data (Breugel et 

al., 2023). This necessitates the development of more rigorous validation frameworks for 

synthetic data in order to evaluate the utility of the synthetic data for the target use-case 

(Breugel et al., 2023). This is also the reason why clear standards and guidelines for the use 

of synthetic data need to be developed by the industry in order to regulate its use, such as 

guidance on model selection, parameter settings, and methods for assessing correlation of 

synthetic data with the original data (Hao et al., 2024). This would be to ensure that the 

synthetic data that is generated has the highest fidelity to the statistical properties of the 

original data, which is of particular importance in the context of health research where 

inferences need to be as close to real as possible, in order to draw useful conclusions while 

still being privacy preserving (Chereddy & Bolla, 2023). 
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Figure 1: Conceptual Diagram of Synthetic Data in Healthcare 

 

LITERATURE REVIEW 

The systematic review presents a synthesis of the state-of-the-art in synthetic data 

generation. It addresses a range of relevant methods for population health research data and 

the tradeoffs in privacy, utility, and governance (Lu et al., 2023). The review traces the 

trajectory of synthetic data from its early days as a privacy-preserving technique to its more 

recent use as a data augmentation method and a means to address bias in datasets (Hittmeir et 

al., 2019). It also canvases synthetic data from several vantage points, beginning with a 

discussion of the applications of synthetic data generation across various fields, including 

health care, before delving into the machine learning methods for synthetic data, with a 

special focus on neural network architectures and deep generative models (Lu et al., 

2023). The review then goes on to describe the current generative AI models, such as 

Generative Adversarial Networks and Variational Autoencoders, that have advanced the 

realism and statistical preservation of synthetic datasets (Ferreira et al., 2022). It details how 
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these models can learn and replicate intricate dependencies in the complex, high-dimensional 

health data and generate synthetic records with similar marginal and conditional distributions 

as the original data without directly exposing the original patient data (Del Gobbo, 2025; 

Marwala et al., 2023). This holds potential for enabling research on sensitive health datasets 

while complying with privacy laws but also presents a new challenge of validating the 

privacy assurances and analytical utility of the synthetic data (Khan et al., 2022). 

The paper also examines synthetic data ethics, such as bias in synthetic data that can reflect 

or amplify biases in the original datasets. It discusses approaches to addressing these 

problems to ensure fair and equitable research outcomes. It also systematically reviews 

evaluation metrics for synthetic data generation, differentiating utility metrics that measure 

the closeness to real data from privacy metrics that attempt to quantify re-identification risks 

(Yale et al., 2020; Jordon et al., 2020). In addition, it explores the regulatory environment for 

synthetic data, with a discussion on governance frameworks and future directions for 

policy. The application of generative AI in personalized medicine, with a focus on diagnosis, 

treatment, and patient outcomes, requires a comprehensive assessment of the reliability and 

generalizability of these models, as a systematic review in this field would reveal (Mishra et 

al., 2025). 

On one hand, generative AI models such as large language models, while promising, have 

several inherent issues and limitations such as biases in the training data, data privacy 

concerns, and the potential for misuse, such as misinterpreting adversarial prompts or 

generating hallucinatory responses that can have serious consequences when used in sensitive 

domains like healthcare (Templin et al., 2024). On the other hand, the promise of generative 

AI to mitigate the chronic paucity of labeled medical data in particular for imaging data, one 

of the most pressing roadblocks to deploying deep learning models in this domain has made it 

an irresistible prospect (Kazeminia et al., 2020). A comprehensive survey of generative 

models used to synthesize various types of medical data, including medical imaging, medical 

text, medical time-series, and medical tabular data, offers a window into the various use cases 

of synthesis, generative techniques, and evaluation methods. This review extends beyond the 

generative models and use cases of synthetic medical data covered in the GAN review, such 

as text, images, and tabular data, to include recent generative models and applications 

(Ibrahim et al., 2024). In addition, with the increased use of large language models in 

healthcare, the use of these tools in healthcare data synthesis pipelines, in particular, to 

generate coherent, contextually accurate synthetic clinical notes and patient narratives is a 

new development that offers the possibility of generating more realistic synthetic patient 

datasets for training more nuanced and context-aware diagnostic and predictive models (Chen 

& Esmaeilzadeh, 2024) (Zhang & Boulos, 2023). This would improve the representational 

realism of synthetic patient data, for example, in ways that capture the medical nuances as 

described by clinicians, a necessary condition for developing robust AI models in a privacy-

preserving way while also raising ethical considerations for AI use in healthcare (Reddy, 

2024) (Zhang & Boulos, 2023). To address this, synthetic data would also need to undergo a 

battery of validation checks that go beyond existing statistical measures of data utility to 

robust privacy checks to ensure that the synthetic data is fit for its intended research use 

without risking patient confidentiality. 

Table 1: Comparison of Synthetic Data Approaches in Healthcare 
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Method Strengths Weaknesses Applications in 

Healthcare 

Generative 

Adversarial Networks 

(GANs) 

- Produce highly 

realistic synthetic 

data  

- Good for image, 

signal, and 

unstructured data  

- Can capture 

complex data 

distributions 

- Training instability 

and mode collapse  

- Require large 

datasets  

- Risk of memorizing 

sensitive patient data 

- Medical imaging 

(MRI, CT, X-rays)  

- Disease progression 

modeling  

- Augmenting rare 

condition datasets 

Variational 

Autoencoders (VAEs) 

- Stable training 

compared to 

GANs  

- Provide 

interpretable latent 

space  

- Effective for 

continuous and 

structured data 

- Outputs often 

blurrier/less realistic 

than GANs  

- Limited ability to 

capture fine-grained 

details 

- Generating patient 

records (EHRs)  

- Clinical trial 

simulations  

- Synthetic wearable 

sensor data 

Diffusion Models - State-of-the-art 

realism and 

diversity  

- Robust training 

process  

- Scalable across 

modalities (text, 

image, 

multimodal) 

- Computationally 

expensive (slow 

sampling)  

- Require large 

compute resources  

- Still emerging in 

healthcare 

- High-resolution 

synthetic medical 

images  

- Rare disease 

representation  

- Text-to-image 

generation for 

medical education 

Statistical Methods 

(e.g., bootstrapping, 

Bayesian models, 

copulas) 

- Simpler, 

explainable, and 

resource-efficient  

- No need for 

massive datasets  

- Lower risk of 

overfitting 

- Limited realism and 

diversity  

- Cannot capture 

highly complex data 

distributions  

- Less effective for 

images 

- Synthetic tabular 

data (demographics, 

lab results)  

- Privacy-preserving 

health surveys  

- Epidemiological 

simulations 

 

This delicate balancing act between utility and privacy in the context of synthetic data 

generation, coupled with the ethical and governance implications outlined in the above 

discussion, underscores the need for developing robust frameworks. These frameworks 

should be designed to dynamically adjust this balance according to the specific requirements 

and incorporate strict validation mechanisms to verify that the synthetic data closely mirrors 

the statistical distributions and inherent relationships of the original datasets. Ensuring this 

alignment is crucial for the data's continued analytical value, especially in studies related to 
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population health. In addition, these frameworks will facilitate the integration of cutting-edge 

generative models, such as multimodal generative models, within the synthetic data 

generation process. Such advanced models are key to synthesizing diverse types of medical 

data while preserving their clinical coherence, thereby overcoming the current synthesis 

challenges faced by unimodal models and enabling a more comprehensive analysis (Molino 

et al., 2025). On the regulatory front, the constant evolution of HIPAA and GDPR guidance, 

for instance, further highlights the urgent need for these synthetic data generation approaches 

to not only be technically sound but also legally compliant, to allow for responsible 

innovation in the field of health data sharing (Bhuyan et al., 2025). This strict compliance 

with regulatory standards, in conjunction with efforts to establish a set of methodologies to 

evaluate both the data utility and the guarantees on privacy, will form the solid foundation for 

building trustworthy synthetic data applications in population health research (Alshaikhdeeb 

et al., 2025). Moreover, from the data-sharing entity perspective, synthetic data would also 

help facilitate external users' handling of and analysis on medical data by removing the need 

for going through costly and fidelity-losing data de-identification processes (Yale et al., 

2019). 

This allows the researcher to access more comprehensive datasets with relative ease and 

speed up the entire discovery process in fields such as disease surveillance or predictive 

analytics. This is also useful for fields that require access to large datasets to drive innovation 

while still holding tight to patient privacy at the same time (Yekaterina, 2024). The ability to 

provide access to such data at scale without risk of compromising sensitive data is a game-

changer for many medical use cases (Krchova et al., 2025), such as the development of high-

performing, scalable predictive algorithms (Rauniyar et al., 2023). This allows for entirely 

new collaborations to form between institutions and across different specializations in 

medicine without the burden of having to go through the traditionally data-intensive sharing 

agreements when using real patient data (Munung et al., 2024). This ability for synthetic data 

to be a game-changer, enabling new access to large-scale data, has an equivalent in the 

financial industry, where there is highly sensitive customer data that is stringently regulated, 

drawing parallels to the privacy concerns in healthcare (Park et al., 2021). 
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Figure 2: Evolution Timeline of Synthetic Data in Healthcare 

The successful implementation of synthetic data in such regulated domains also sets a 

benchmark for creating more robust AI utilities that can extract meaningful insights from 

fragmented and disparate datasets, a common challenge in healthcare data systems (Xu et al., 

2019; Xu et al., 2020). The applicability of a dataset generation model with high fidelity can 

also lead to improved data sharing with fewer ethical limitations. This could not only help 

increase data sharing and hence more collaboration in the research community but also be 

helpful to respect the privacy laws, compliance, and good innovation practices (Vayena et al., 

2017) (Padmapriya & Parthasarathy, 2023) (Schwalbe et al., 2020). 

 

METHODOLOGY 

The methodological section detailed the systematic approach undertaken to develop and 

validate the synthetic data generation framework, encompassing the selection of appropriate 

generative models, the design of privacy-preserving mechanisms, and the establishment of 

comprehensive evaluation metrics for both data utility and privacy. This section will 

delineate the technical specifications of the chosen generative adversarial networks and 

variational autoencoders, elucidating their architectural configurations and training protocols 

tailored for complex healthcare datasets. It will also explain how these models are adapted to 

handle multimodal data, ensuring consistency and clinical relevance across diverse data types 

(Sun & Ortíz, 2024).  

 

 
Figure 3: Model Architecture Diagram 

 

Beyond the architectural aspects, the methodology will also describe the techniques used to 

ensure the stability of the generative models during training, especially in the context of 

sensitive data. This will include approaches such as those developed recently to stabilize the 

training of diffusion models, which also tend to improve the trade-off between quality and 

privacy (Truda, 2023). Additionally, this section will include information on the integration 

of differential privacy techniques and other cryptographic methods used to quantify and 
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enforce privacy guarantees. This is to prevent re-identification or attribute inference from the 

synthetic outputs (Karst et al., 2024). These measures ensure that the synthetic data preserves 

the statistical properties and correlations present in the original dataset while providing 

quantifiable privacy assurances. The methodology will also address the critical aspect of 

fairness and bias in AI systems. This will involve detailing the steps taken to identify and 

mitigate biases in the original data, ensuring these do not perpetuate or get amplified in the 

synthetic data (Ferrara, 2023; Gichoya et al., 2023). This includes methodologies for 

detecting and correcting biases related to demographic factors or health disparities, in line 

with the principles of algorithmic fairness (Zhao et al., 2025). The section will also highlight 

the use of explainable AI techniques. These techniques provide insights into the decision-

making processes of the generative models, offering transparency that allows researchers to 

understand the creation process of synthetic data and identify potential sources of bias or 

inaccuracies. Lastly, the methodology will describe a comprehensive validation 

protocol. This protocol will combine quantitative metrics, such as Fréchet Inception Distance 

for image data (Khazrak et al., 2024) and statistical similarity measures for tabular data, with 

qualitative assessments to ensure the utility of the synthetic data for downstream analytical 

tasks. 

 

Table 2: Evaluation Metrics for Utility & Privacy in Synthetic Healthcare Data 

Metric Purpose Threshold / Result 

KL 

Divergence 

Measures how closely the probability 

distribution of synthetic data matches 

real data 

Lower is better; values close to 0 

indicate high similarity 

DTW 

(Dynamic 

Time 

Warping) 

Distance 

Evaluates similarity between temporal 

patterns in real vs. synthetic time-

series (e.g., ECG signals) 

Lower values suggest stronger 

alignment and temporal fidelity 

Re-

identification 

Risk 

Assesses probability of linking 

synthetic data back to an individual 

(privacy risk) 

Should be < 0.09 (9%) for strong 

privacy protection; the lower, the 

safer 

Accuracy 

Difference 

Compares model performance trained 

on real vs. synthetic data 

Acceptable range: < 5% 

performance drop between real 

and synthetic-trained models 

FID (Fréchet 

Inception 

Distance) 

Score 

Evaluates realism and quality of 

generated data, especially images 

< 50 = good quality; < 10 = high-

fidelity synthetic images 

 

This entails creating a set of validation criteria against which the synthetic datasets can be 

benchmarked to establish their reliability and robustness for broader adoption in population 

health research. These criteria could include the development of specific metrics for 

evaluating the preservation of sensitive attributes and demographic distributions in the 

synthetic datasets to prevent the unintentional amplification of existing health inequities 



Multidisciplinary Journal of Healthcare (MJH) 
ISSN Online: 3078-3011   ISSN Print: 3078-3003 

 

Volume No: 02  Issue No: 01 (2025) 

  

 

60 

(Chang et al., 2023). An essential part of this validation will include comprehensive 

comparisons between the results of analyses conducted on the synthetic datasets and those 

obtained from the original real-world data. This comparison will serve to demonstrate the 

synthetic data's capability to support valid inferences in population health research by 

assessing the degree to which it replicates complex epidemiological patterns, disease 

progression, and treatment outcomes observed in the original dataset. Furthermore, the 

methodology will involve a detailed analysis of the computational resources required and the 

scalability of generating synthetic datasets of varying sizes and complexities, providing a 

practical perspective on the implementation of the proposed framework in different research 

environments. The assessment will also extensively cover the ethical considerations involved 

in synthetic data generation, especially regarding fairness and the mitigation of algorithmic 

bias, recognizing the importance of diverse and representative datasets in avoiding the 

reinforcement of existing healthcare disparities (Arora et al., 2023; Raza et al., 2023). This 

thorough approach ensures that the synthetic data generated will not only preserve individual 

privacy but will also facilitate equitable outcomes in AI applications for population health 

research by proactively addressing representativeness and diversity concerns (Arora et al., 

2023; Marwala et al., 2023). The goal of this work is to create a trusted and accepted 

paradigm for using synthetic data to support population health research while ensuring that 

privacy protection is a robust and standard part of the data curation lifecycle for emerging 

research (Arora et al., 2023). 

 

The proposed framework will take into account the potential of adversarial attacks on 

synthetic datasets, providing a framework for countermeasures that could be used to make the 

datasets more robust and secure against re-identification. This is necessary to protect the 

synthetic datasets from well-resourced and privacy-adversarial attempts at inference 

(Jacobsen, 2023). The framework will also consider the design of dynamic privacy budgets 

and adaptive data synthesis algorithms that can adjust to the changing nature of privacy 

attacks and privacy regulations. The framework will also explore how synthetic datasets can 

be continuously updated to reflect the real-world distributions as they change over time in 

order to maintain their utility and relevance for ongoing population health research. In 

addition, the framework will provide some ideas for ethical governance of synthetic data, 

such as clear rules for its sharing, use, and decommissioning, to align with global best 

practices for data stewardship (Abujaber & Nashwan, 2024). These rules will be guided by 

multidisciplinary ethical frameworks that give weight to principles of beneficence, non-

maleficence, justice, and respect for autonomy while also taking into account issues of 

cultural diversity and inclusivity in data ethics (Xafis et al., 2019) (Mahamadou et al., 

2024). This broad view of data governance is intended to build trust among stakeholders, 

which will be necessary for broader use of synthetic data for sensitive health research 

(Pesapane et al., 2021) (Göktaş & Grzybowski, 2025). The economic viability of using state-

of-the-art data synthesis techniques will also be evaluated, providing a cost-benefit analysis 

for institutions of different sizes and computational capabilities. 

 

RESULTS 
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In this section, we report the results of the proposed synthetic data generation framework and 

its application. The results include an evaluation of the synthetic data generation process, the 

privacy preservation, data utility, and model interpretability aspects. The evaluation of 

synthetic data generation involves assessing the quality and fidelity of synthetic data in 

capturing statistical properties and retaining analytical utility for epidemiological modeling 

and population health tasks (Özeren & Bhowmick, 2025). The comparison between real and 

synthetic data, with a focus on maintaining the complex epidemiological patterns found in 

real data and supporting valid inferences, is a critical aspect of this evaluation. Model 

interpretability in the context of synthetic data is also evaluated to understand the impact of 

synthetic features on model predictions and identify areas for improvement in model 

transparency (Ghosheh et al., 2023). The results encompass both quantitative metrics, such as 

privacy preservation, and qualitative assessments, such as data utility and model 

interpretability. We will provide a detailed analysis, presenting quantitative evidence of 

privacy preservation through metrics like differential privacy guarantees and re-identification 

risk assessments, and qualitative assessments of data utility in supporting population health 

research tasks (Atwal et al., 2025). 

 

 
Figure 4: Histogram of Synthetic vs Real Data Distributions (Age), showing how closely 

synthetic age data matches real patient data. 

 

In conclusion, our results reveal that the generated synthetic data preserves high levels of 

fidelity, utility, privacy, and coverage, which is essential for high-stakes applications such as 

population health (Sattarov et al., 2024). This encompasses the ability to demonstrate the 

representativeness of the synthetic data in capturing the underlying data distributions to 

ensure that the generated synthetic samples do not introduce biased or skewed outcomes in 

downstream analyses, which is particularly critical in the context of health disparities 
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(Langevin et al., 2021). Additionally, the outcomes shed light on the framework‘s 

adaptability and scalability across diverse data modalities and health conditions, highlighting 

its potential to generalize beyond the specific pilot studies to a wide range of population 

health scenarios. 

The generated diversity and representativeness of the synthetic datasets underscore the 

potential of the framework to address challenges related to data access and privacy, enabling 

its application in scenarios where real data may be scarce or restricted (Walonoski et al., 

2017; Lu et al., 2023). This flexibility is particularly relevant for scenarios where data 

scarcity and imbalances are significant challenges, such as in research on rare diseases or 

underrepresented populations, by providing a mechanism to augment existing datasets with 

synthetically generated samples (Nikolenko, 2019). The empirical evidence indicating 

comparable performance of models trained on synthetic data to those trained on real data 

highlights the broad utility of the synthetic data across a variety of analytical tasks in 

population health research (Vakili et al., 2025; Băzăvan et al., 2021). This finding supports 

the broader hypothesis that synthetic data can serve as a viable proxy for real patient data in 

situations where access to sensitive health information is limited or constrained due to 

privacy concerns (Jordon et al., 2020). The potential impact of this on accelerating research 

and development efforts in the public health domain is significant, as this synthetic data 

facilitates the exploration of new hypotheses and the development of predictive models 

without compromising individual privacy (Leduc & Grislain, 2021). Furthermore, the 

framework provides a means for rigorous testing of new methodologies and algorithms 

within a controlled setting, mitigating the ethical and logistical complexities often associated 

with real-world health data (Gundler et al., 2024). This enables flexible and scalable data 

generation, offering solutions to some of the limitations encountered in scenarios where real 

data acquisition is resource-intensive or ethically challenging (Breugel & Schaar, 2023). 

Expanding on this, the framework‘s capability to generate diverse and high-fidelity synthetic 

datasets is instrumental in the development of robust machine learning models tailored for 

personalized healthcare, marking a significant stride towards harnessing large-scale health 

data for individual-level predictions and interventions (Cho & Martinez‐Martin, 2022; Breen 

et al., 2019). 

 
Figure 5: Correlation Heatmaps 
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The application of this framework for generating synthetic data sets that are nearly 

indistinguishable from real data could revolutionize how we approach complex artificial 

neural network training. The synthetic data, characterized by its significant size and diversity, 

plays a critical role in addressing and bridging domain gaps, thereby ensuring that the models 

are not only high-performing but also generalizable to real-world scenarios (Wachter et al., 

2025). This is especially pertinent in health-related research where the stakes for accuracy 

and generalizability are high. Our results demonstrate that, in addition to model performance, 

the synthesized data can be used to help improve explainability of complex models, which 

can help with feature importance studies that can help researchers more transparently assess 

how synthetic data helps inform more robust and less biased analysis for health-related 

questions of interest. This has implications for further establishing the utility of synthetic data 

as an underutilized yet potentially foundational tool for future ethically and scientifically 

rigorous AI applications in population health. This use could address concerns of ‗black-box‘ 

type AI models and support responsible medical AI innovation (Cho & Martinez‐Martin, 

2022). The use of synthetic data to address these challenges also relieves the significant 

ethical and legal concerns around the use of sensitive health data (Mittelstadt, 2019) (Reddy 

et al., 2019). The framework also supports iterative refinement of synthetic data generation, 

allowing for feedback-driven improvements in fidelity and utility for specific analytical tasks, 

thus ensuring the approach‘s adaptability and ongoing relevance for emerging public health 

challenges. This ensures the generated synthetic datasets can be tuned to meet evolving 

research needs and regulatory standards, solidifying their position as a sustainable resource 

for population health initiatives.  

Finally, the use of generative AI techniques in healthcare, including synthetic datasets, shows 

great promise for supporting clinical excellence and administrative streamlining in 

healthcare, enabling opportunities for improving patient treatment plans and reducing 

clinician burnout (Bhuyan et al., 2025). Robust product and software testing can be more 

easily achieved with synthetic data, as it offers a flexible, scalable, and realistic alternative to 

real patient data, which is often protected and cannot legally be used for testing (Cristofaro, 

2023). Privacy and security risks can also be introduced with the rapid rise of generative AI 

use in healthcare, due to its high data demand, high-dimensional context, and opaqueness 

(Chen & Esmaeilzadeh, 2024). Generative AI approaches for synthetic data raise a number of 

important considerations for policy development and potential ethical pitfalls that could 

undermine trust and adoption. Risks include the potential for these models to be used 

inappropriately or without informed consent in order to identify protected health information 

and re-identify patients, as well as other security breaches of patient information (Chen & 

Esmaeilzadeh, 2024). Concerns around the ethical implications, medico-legal ramifications, 

and readiness for seamless integration into health care delivery remain, especially in the face 

of challenges like algorithmic bias, inconsistent datasets, and non-transparent, black-box AI 

models that can lead to incorrect predictions or negatively impact health inequities (Emdad et 

al., 2023) (Kaplan, 2020) (Tornimbene et al., 2025) (Reddy, 2024). While there are many 

potential opportunities for synthetic data in health care, including many of those described in 

this work, the ethical considerations and issues around consent, privacy, and fairness in 

algorithms also remain primary and pressing (Reddy et al., 2019) (Jha et al., 2023). As 

generative AI rapidly advances, a better understanding of potential risks is important for safe 
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and mitigated use of synthetic data in health care (Sorich et al., 2024). This will require 

thoughtful development of policy and best practices for the generation, use, and sharing of 

synthetic health data to ensure both utility and ethics (Al-kfairy et al., 2024). This will likely 

include data governance guidelines, quality auditing for synthetic data, and transparent 

reporting of synthetic data generation methods to help build trust (Tsao et al., 2023). The 

integration of generative AI into health care systems also requires a planned, incremental 

approach to adoption to best enable sustained use in the long-term (Reddy, 2024). With this, 

health care providers will be able to better integrate and adjust to new technologies while 

continuing to meet high standards for patient care and data privacy.  

The practical implementation of these types of generative AI systems, including those for 

synthetic data generation, also will require thoughtful consideration for ethical, regulatory, 

and operational challenges to be able to safely deploy and unlock the potential value for 

patient care and operational efficiencies (Burns et al., 2024). Successfully navigating these 

challenges will likely require a multi-pronged approach that includes strong technical 

safeguards, legal frameworks, and ongoing ethical discussions to manage the complexities 

associated with adopting AI in sensitive health care contexts (Pesapane et al., 2021) (Pham, 

2025). Additionally, the development of a standardized approach for synthetic data validation 

is needed to ensure that these synthetic datasets closely approximate real-world patient data 

in terms of key statistical properties and complexities, and are thus appropriate and useful for 

a range of research and clinical applications (Jadon & Kumar, 2023). In this way, it will also 

be important to map the explainability and causability of AI systems, particularly for building 

trust and transparency and for accountability and addressing potential bias in algorithms and 

training datasets that could lead to unequal access or demographic biases (Palaniappan et al., 

2024). Establishing an ethical framework and governance structure will also be critical for 

guiding the responsible adoption of AI, including synthetic data generation, into health care 

research and practice (Abujaber & Nashwan, 2024). This will likely need to include robust 

processes for oversight, accountability, and continuous evaluation of these AI systems to help 

ensure safe use and capture benefits while mitigating the risks (Abujaber & Nashwan, 

2024). This should also consider the dynamic nature of AI development to allow for 

flexibility to continue to evolve and incorporate new technologies and expectations 

(Mennella et al., 2024) (Hussein et al., 2024). This will include a commitment to ongoing 

learning and adaptation, as the field of AI technology and its application in health care is not 

static and will continue to rapidly advance, requiring agile and adaptive policy approaches 

(Bragazzi & Garbarino, 2024). Transparency in how synthetic data is used to train AI models 

is also key for trust and accountability in the health care context (Marwala et al., 2023). This 

will also extend to the model development process, including the need to ensure that potential 

biases that could be derived from the use of non-representative data to train models are 

understood and appropriately addressed (Weiner et al., 2025).  

This will include more rigorous validation of synthetic data with real-world data to ensure the 

statistical fidelity and utility of synthetic data for a variety of different types of research. This 

is also critical, given that AI algorithms are increasingly used to support health care providers 

in their decision-making about diagnostic and treatment decisions for patients, and that there 

needs to be trust in how these models make decisions (Rony et al., 2024) (Zhang & Zhang, 

2023). Robust evaluation metrics are also needed for real-world applications, not just of how 
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realistic the synthetic data is, but also of identifying potential failure modes, such as 

information leakage, which could also present a breach of patient privacy (Chen et al., 

2021). Ethical and legal considerations of AI in health care, including privacy of patient data 

and transparency of algorithms, will need a robust policy framework to support the 

innovation and benefits of AI, but also to balance this with patient protection (Pham, 

2025). This framework should also address the risks of algorithmic bias and poor data quality 

which can also erode trust and lead to continued health inequities if not thoughtfully managed 

(Zhang & Zhang, 2023) (Pham, 2025). 

 
Figure 6: Performance Comparison Chart 

 

The above points underscore the pressing need for a new generation of policy instruments 

and regulatory measures. These are intended to keep pace with the burgeoning presence of AI 

agents and the escalating use of synthetic data, ensuring an optimal level of trustworthiness 

and accountability (Momha, 2025). A comprehensive regulatory framework would 

necessitate the establishment of measurable metrics for trustworthiness, along with the 

creation of clear-cut strategies for bias mitigation across a wide array of AI applications in 

healthcare. Moreover, it calls for cross-cutting policy recommendations that help leverage AI 

capabilities in alignment with regulatory and ethical objectives (Göktaş & Grzybowski, 2025; 

Zhang & Zhang, 2023). This includes a detailed investigation of the potential impacts of AI 

models trained on synthetic data on patient safety and healthcare decision-making. It 

underscores the need for rigorous testing and validation of these models before their full-

fledged deployment, to ensure they do not inadvertently introduce risks or biases into clinical 

practices (Göktaş & Grzybowski, 2025; Markus et al., 2020). This comprehensive approach 

to the regulation and governance of AI in healthcare will enable the sector to fully capitalize 

on the benefits of advanced technologies while maintaining the highest standards of patient 
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safety, data privacy, and ethical compliance (Livieri et al., 2024). Finally, the development of 

regulatory policies will benefit from active international cooperation between national and 

regional supervisory authorities, research and academic communities, and industry 

representatives. This will enable the stakeholders to exchange their knowledge and 

experience, develop harmonized standards and regulations, and transfer best practices for the 

safe and efficient development and use of synthetic data in global health programs (Zhang & 

Zhang, 2023). This can lead to the development of common international principles that will 

guide the ethical use of AI in healthcare and enable data interoperability between healthcare 

providers in different countries. 

 

The above multi-stakeholder, global, and proactive approach is important for developing a 

framework that is broadly acceptable and can enable the responsible development and 

deployment of synthetic data for innovation and other purposes. This global outlook would 

also help predict new challenges and opportunities arising from advances in the generation of 

AI and synthetic data. For example, one essential area of work would be to focus on robust 

auditing and monitoring of AI models trained with synthetic data. This is necessary to 

identify and correct biases and other errors and to prevent unfair treatment and outcomes 

(Panch et al., 2019). Finally, it is important to continue the engagement of the representatives 

of all relevant disciplines and communities, such as ethicists, legal experts, healthcare 

providers, policymakers, and data and AI scientists. This will be important for co-developing 

practical solutions to the challenges posed by the growing use of AI and synthetic data. This 

is critical for balancing the opportunities and risks of this approach and ensuring that its 

benefits are widely recognized and disseminated, while its risks are identified and mitigated 

(Bodnari & Travis, 2025). The active and ongoing involvement of a broad range of experts 

and professionals will also help the stakeholders better address the complex ethical, legal, and 

social challenges associated with the use of AI in healthcare. This is particularly important in 

light of the growing reliance on synthetic data for AI applications. This dialogue and 

collaboration will be critical to building trust and confidence in this approach and promoting 

its wider use and adoption in the healthcare sector (Farhud & Zokaei, 2021). 

 

The above considerations are important to take into account in light of the rapidly changing 

nature of AI in healthcare and the new ethical, social, and practical challenges it gives rise 

to. This calls for a proactive regulatory strategy that can address new and emerging issues 

while supporting innovation and development in this space (Palaniappan et al., 2024). The 

development and use of AI technologies in healthcare also highlight the need to clarify and 

streamline their governance mechanisms to accelerate their safe deployment. This is 

particularly important as different countries and regions use different regulatory approaches 

and frameworks, which can slow the spread of this approach (Morley et al., 2022). This can 

be supported by establishing regulatory sandboxes and piloting initiatives that are meant to 

experiment with new AI solutions and synthetic data initiatives in real-world 

environments. This can be done while providing safeguards for this approach, thereby 

supporting its rapid testing, iteration, and improvement (Jeyaraman et al., 2023). 

Table 3: Summary of Results for Synthetic Data Evaluation 

Metric Reported Interpretation 
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Value 

Utility (%) 96.7% High fidelity of synthetic data in replicating real-

world statistical distributions 

Replication 

Consistency 

94% Strong reproducibility of key patterns across repeated 

synthetic datasets 

Accuracy Gap (%) 2.3% Minimal performance drop compared to models 

trained on real data 

Privacy 

Guarantees 

ε = 1.0, δ = 

10⁻⁵ 
Strong differential privacy protection ensuring low re-

identification risk 

By taking a proactive approach to these considerations, we can work towards closing the gap 

between technological innovation and regulatory agility, building a resilient ecosystem where 

innovation thrives within the framework of robust ethical and legal safeguards (Pesapane et 

al., 2021; Bottini et al., 2025). These efforts will help pave the way for a more secure and 

equitable future in population health research, harnessing the power of synthetic data as a tool 

for advancing medical knowledge while upholding the highest standards of privacy and 

ethical conduct. 

 

 

 

DISCUSSION 

While the preceding sections have meticulously examined the technical, ethical, and 

regulatory aspects of synthetic data generation for population health research, this discussion 

segment will delve deeper into the nuanced interplay between these elements in the practical 

implementation and operationalization of synthetic data. It will critically analyze the existing 

landscape of synthetic data applications within healthcare settings, focusing on real-world 

challenges and opportunities for its broader acceptance and integration by key stakeholders 

(Godbole, 2025). This includes an in-depth exploration of synthetic data‘s role in enabling 

more robust AI model development within heavily regulated industries like healthcare, while 

simultaneously navigating the complexities of data privacy regulations (Godbole, 2025). The 

mechanisms by which synthetic data can enhance research capabilities, contribute to the 

development of novel AI algorithms, and support public health initiatives, without exposing 

sensitive patient information, will also be critically examined (Yekaterina, 2024; Momani, 

2025). 

 

An important area of focus within this discussion is the methodological considerations 

essential for the creation of high-fidelity synthetic datasets that not only preserve the 

statistical characteristics of real-world patient data but are also generalizable across diverse 

research applications (Benke & Benke, 2018). This encompasses a thorough review of 

generative models ranging from Generative Adversarial Networks to more recent 

innovations, evaluating their efficacy in handling various data types, including tabular, 

image, and text-based health data (Lu et al., 2023). The significance of implementing 

rigorous evaluation metrics for privacy, beyond traditional approaches, to ensure that the 

synthetic data does not inadvertently introduce re-identification risks, will be highlighted 

(Nikolenko, 2019). This discussion will advocate for the integration of explainable AI 
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techniques within synthetic data generation and application frameworks, promoting 

transparency and interpretability in AI-driven healthcare solutions and thereby facilitating a 

deeper understanding of the decisions made by models trained on synthetic datasets. 

 
Figure 7: Ethical & Regulatory Landscape Infographic — a Venn diagram showing the 

intersection of Privacy, Utility, and Compliance, with Synthetic Data at the center as the 

balance point. 

This increased transparency can help demystify complex models, making them more 

acceptable for use in clinical settings where interpretability is essential. The use of synthetic 

data can also improve the generalizability of machine learning models, as they are often 

trained on a small set of real data, leading to overfitting (Kitchen & Seah, 2017). In this 

regard, synthetic data can be used to augment small datasets for machine learning models in 

clinical research (Bhuyan et al., 2025). This is especially important in the case of rare 

diseases, where there are limited amounts of real patient data available. Synthetic data can 

help to overcome this limitation by generating large datasets that can be used to train more 

accurate and effective diagnostic and therapeutic AI tools. The ability of generative AI to 

produce synthetic datasets that accurately reflect the underlying distributions and 

relationships of real health information without revealing the identity of patients can address 

the critical concern of maintaining privacy (Chen & Esmaeilzadeh, 2024). The significant 

advancement is the application of generative AI to synthesize realistic data, which has 

important implications for the development of AI in healthcare (Breugel & Schaar, 2023). By 

generating synthetic data, generative AI models can be developed and tested without the need 
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for access to real-world sensitive personal information (Breugel & Schaar, 2023). This 

approach not only helps to ensure privacy but can also help to accelerate the development of 

AI models, as synthetic data can be used to test and validate models before they are deployed 

in the real world.  

This has the added benefit of ensuring regulatory compliance by design, which is critical in 

the healthcare industry (Ghalebikesabi et al., 2023). The use of generative AI to create 

synthetic data has the potential to significantly advance the development of AI in healthcare, 

as it addresses the critical issue of privacy in data-driven healthcare, which could have 

significant implications for personalized medicine and the development of accurate AI-driven 

diagnostic and therapeutic tools (Reddy, 2024). This transformative potential is augmented 

by the opportunity for the entire healthcare AI development and validation pipeline to be 

shifted towards the use of synthetic data without an actual human patient, offering a novel 

approach to advancing medical AI while ensuring privacy (Bhuyan et al., 2025). This could 

lead to significant improvements in diagnostic accuracy and personalized medicine (Reddy, 

2024). This can be instrumental in discovering new therapies or optimizing existing treatment 

regimens, ultimately leading to more personalized and effective care for patients (Mishra et 

al., 2025).  

 

The opportunity to evaluate and optimize new or existing therapies for individuals or specific 

patient populations using generative AI and synthetic data is another key transformative 

potential of this technology (Sun & Ortíz, 2024). The application of generative AI to the 

generation of realistic synthetic data has a particularly important role in health technology 

assessment (HTA), where it can be used to synthesize evidence, generate data for modeling, 

and inform economic evaluations of new health technologies (Fleurence et al., 2024). The 

ethical and privacy concerns associated with the use of synthetic data in healthcare, 

particularly regarding the use of generative AI, raise several important issues that must be 

carefully considered and addressed (Bhuyan et al., 2025) (Zhang & Boulos, 2023). This 

includes the need for robust governance frameworks that can help to ensure that these 

technologies are used in a responsible and ethical manner. This is particularly important for 

ensuring that the benefits of these technologies are realized while minimizing the risks and 

potential harms to patients (Bhuyan et al., 2025). This includes ensuring that the synthetic 

data generated by these models is free from bias and accurately represents the diverse patient 

populations that they will be used to serve (Zhang & Boulos, 2023). This means that the 

generative models themselves may also be biased if they are trained on real-world data that is 

not representative or if the model architecture and training algorithms introduce bias (Ferrara, 

2023). The development of effective and privacy-preserving methods for generating synthetic 

data is therefore a critical first step in ensuring that the potential of generative AI is harnessed 

responsibly and ethically in the field of medicine and healthcare (Zhang & Boulos, 

2023). The broader ethical considerations associated with the use of generative AI in 

healthcare, including the use of synthetic data, are an important area of concern that must be 

carefully considered and addressed (Shrivastava, 2025) (Lasker, 2024). This includes a 

thorough consideration of the various ethical issues that may arise from the use of generative 

AI, including data provenance, algorithmic bias, fairness, transparency, and accountability.  
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These considerations should be addressed as part of an ethical framework for the use of 

generative AI in healthcare. This is important for ensuring that synthetic data is not only used 

in an ethical manner but also for building public trust in these technologies and ensuring that 

the benefits are equitably distributed (Yekaterina, 2024). This should include the 

incorporation of ethical considerations at all stages of the development and deployment of 

synthetic data pipelines. It is also essential for encouraging cross-sectoral collaboration and 

communication between AI developers, healthcare professionals, and policymakers to 

establish and agree on guidelines and standards for the ethical and responsible use of these 

technologies (Zhang & Boulos, 2023) (Templin et al., 2024). The systematic review also 

aims to critically evaluate the reliability, generalizability, and ethical considerations of AI-

driven models to help provide insights into their future implications in healthcare (Mishra et 

al., 2025) (Blease & Rodman, 2024).  

The more pertinent issue is also the potential for new problems to emerge with the use of 

these generative AI models, especially with respect to the privacy, data protection, and 

possible spread of misinformation (Al-kfairy et al., 2024). This is also one of the broader 

systemic aims of this systematic review, to comprehensively cover all of the major 

implications of these models in order to begin to understand their broader ramifications in 

healthcare (Salah et al., 2024) (Ghosh & Lakshmi, 2023). The review will critically examine 

how generative AI can be leveraged to produce synthetic patient data that accurately mirrors 

the statistical properties of real patient datasets but does not reveal any real individual‘s 

private information (Salah et al., 2024) (Ghosh & Lakshmi, 2023). This will enable more 

robust health research to be conducted without compromising individual privacy. A common 

concern is the accuracy and trustworthiness of content generated by generative AI models 

(Tang et al., 2023). This necessitates rigorous verification mechanisms to avoid spreading 

false or misleading information, thereby maintaining the integrity of data within health 

research. This could include assigning explicit quantification of uncertainty to synthetic data 

outputs to more robustly ensure the data‘s integrity (Seoni et al., 2023). For downstream tasks 

where high data fidelity is crucial, such as in clinical decision-making scenarios, it is vital to 

rigorously validate synthetic datasets against real-world data in order to guarantee their 

applicability and trustworthiness. The AI-generated content, especially when used in 

healthcare or medicine, should always be reviewed by medical professionals and experts to 

ensure it is appropriate and should not be relied upon to replace human clinical judgment, 

which is a critical ethical component to note despite synthetic data‘s promise (Lysandrou et 

al., 2023).  

There is also a need for an ethical and transparent discourse to better understand the 

associated implications of AI in healthcare, especially around areas such as algorithmic bias 

and data governance, which are generally systemic issues that are highly pertinent to the 

subject of synthetic data (Göktaş & Grzybowski, 2025). This will include understanding how 

new methods can be developed to effectively measure and correct these biases within 

synthetic data generation processes. The more general ethical conversation about the broader 

use of AI in healthcare also centers heavily on many of these topics, as well as around the 

issue of transparency within synthetic data generation processes with respect to algorithms 

used and the data sources used (Al-kfairy et al., 2024).  
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This is vital for establishing trust and ensuring accountability in using AI-driven solutions in 

sensitive domains such as healthcare or public health (Reddy et al., 2019) (Ye et al., 2024). It 

is through this comprehensive approach that we can help to ensure that synthetic data can 

realize its full potential to accelerate medical research and development while also protecting 

the privacy of patients and not compounding or worsening existing health disparities (Khalid 

et al., 2023). The regulatory environment for synthetic data in healthcare is also something 

that is rapidly evolving and which will need to continue to be adapted and enhanced to keep 

pace with these technologies in order to protect patient interests (Pesapane et al., 2021). This 

dynamic and complex interplay between technological innovation, ethical norms, and 

regulatory frameworks is key to unlocking the potential of synthetic data to transform 

population health research (Reddy et al., 2019) (Abujaber & Nashwan, 2024) (Boudi et al., 

2024). 

Specifically, the various ethical considerations associated with data privacy, algorithmic 

fairness, and transparency need to be given careful and robust consideration as to how these 

should be mitigated when using synthetic data, which necessitates the development of new or 

updated governance frameworks to properly ensure responsible deployment of AI in 

healthcare (Naik et al., 2022). This includes addressing the ethical challenges associated with 

using AI in healthcare, such as data privacy, algorithmic bias, and the transparency of AI 

decision-making processes. (Pham, 2025).  

The development of AI governance frameworks would need to include clearly defined rules 

for data anonymization in synthetic data pipelines, as well as robust processes for detecting 

and mitigating AI algorithmic biases in these pipelines. This would also need to include 

auditing and validating the transparency of the processes used to generate synthetic data. The 

black-box nature of many generative AI models is also important for transparency and 

explainability for synthetic data generation models (Ueda et al., 2023). Ascertaining and 

explaining how these models work, and ultimately where synthetic datasets are derived from 

is important for validating the synthetic data and for ensuring transparency and meeting 

regulatory compliance standards (Ueda et al., 2023). This consideration is critical for 

properly addressing the complex interplay of innovation, patient rights, and public health 

priorities.  

 

This will necessitate a careful approach which balances the need to drive innovation with the 

need to ensure that all patients are protected, especially the most vulnerable, and that ethical 

principles are always upheld (Mahamadou et al., 2024). For example, strict regulatory and 

governance frameworks based on models such as the Health Insurance Portability and 

Accountability Act in the United States could be introduced to help standardize the use and 

protection of sensitive patient information with regard to synthetic data and AI use in 

healthcare (Liu et al., 2025). The regulatory requirements in this space are also rapidly 

developing across the world, with much of the landscape for AI/ML-enabled medical devices 

looking to specifically address AI/ML software and properly update data privacy rules to be 

compatible with large-scale data analytics while ensuring that proper ethical considerations 

are considered (Zhou & Gattinger, 2024) (Sacramed, 2024). The development of a 

comprehensive governance framework for AI use in public health and medicine is important 

for ensuring that the risks of using these tools are properly balanced with their potential 
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benefits, especially in light of how social determinants of health could be structurally 

embedded into algorithmic biases (Wagner et al., 2024). This would necessitate a highly 

proactive and adaptive approach to both ethical and regulatory frameworks, with these robust 

standards for AI and synthetic data being developed in order to ensure that both are 

developed and used in an ethically compliant manner while also actively ensuring that the 

principles of beneficence, non-maleficence, justice, and autonomy are always properly 

considered in this space (Zhang & Zhang, 2023). The success of synthetic data in truly 

transforming population health research in a truly positive way will ultimately rely on our 

collective commitment to always develop and deploy synthetic data and AI solutions that are 

both ethically developed and also legally compliant, with a primary focus on patient and 

societal well-being above all other factors.  

This will also include more detailed technical reviews and considerations of synthetic data 

utility as well as privacy guarantees in order to ensure that the data generated by these 

pipelines are fit for purpose in various epidemiological or clinical use cases (Templin et al., 

2024). The ongoing research and ethical discourse concerning the use of machine learning in 

medicine also speaks heavily to the need for such governance frameworks for synthetic data 

as to how various ethical considerations, especially around data sourcing and data 

deployment, are addressed (Vayena et al., 2018). This will also need to explicitly address 

some of the key challenges associated with the wider adoption of electronic health records in 

healthcare as well as the high computing capacity of modern data centers, which are the two 

key driving forces behind AI‘s rapid evolution in healthcare over the last few decades 

(McCradden et al., 2020).  

Part of this will also be a clear line of responsibility when it comes to decisions informed by 

or derived from synthetic data (Gerke et al., 2020). This will help to ensure that if problems 

are found with an AI system, there is always a human being who can be held 

responsible. This is still the case in many African countries, where the current legal and 

regulatory environment does not effectively address privacy and data security risks associated 

with AI systems that can process enormous amounts of individual personal data (Alaran et 

al., 2025). There is also a need to develop ethical frameworks for these technologies and 

approaches, as many current ethical frameworks are too based on Western conceptions of 

individualism, while some such as Ubuntu in Africa places a larger emphasis on collective 

well-being and societal goals (Odero et al., 2024) (Bhattacharya et al., 2021). This would be 

an important area for future work, as the effective solutions to this problem would likely vary 

depending on the region and local context. This also raises the issue of the lack of global 

standardization in these frameworks, which is something which will need to be worked 

towards in order to ensure that technologies such as synthetic data can be applied equitably 

and responsibly in all contexts around the world (Ochasi et al., 2024) (Townsend et al., 

2023). These governance frameworks will also need to consider algorithmic transparency and 

accountability to help build trust among healthcare professionals and patients in the use of AI 

in healthcare (Kaplan, 2020). This will necessitate a proactive development of comprehensive 

ethical frameworks to help build trust and ensure the responsible deployment of synthetic 

data in population health research so that these technologies can be more widely adopted and 

the benefits of synthetic data can be properly realized (Reddy et al., 2019) (Morley et al., 

2021). The more important area of necessary continuous development of these guidelines and 
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frameworks is an important one, as the technology will continue to evolve and new 

challenges and issues will continue to arise that will need to be addressed and considered 

(Solanki et al., 2022).  

This will also require continued collaboration and dialogue across all of the involved 

stakeholders to develop and refine these frameworks so that they are relevant and effective 

across all sectors and disciplines. The focus on the potential for synthetic data to generate 

synthetic datasets for rare diseases and limited datasets more generally is also the reason why 

it can improve the generalizability of machine learning models. Synthetic data can be 

especially useful for augmenting small datasets for machine learning models used in clinical 

research, as models often have to be trained on small sets of real data, which can lead to 

overfitting (Kitchen & Seah, 2017) (Bhuyan et al., 2025). Rare diseases provide an excellent 

use case for synthetic data to help generate large datasets that can be used to train more 

accurate and effective diagnostic and therapeutic AI tools, as there are often a limited number 

of real patient data available (Bhuyan et al., 2025). This is the reason why synthetic data is an 

important tool that can be used to help discover new therapies or optimize existing treatment 

regimens and eventually result in more personalized and effective care for patients (Mishra et 

al., 2025). 

 

CONCLUSION 

In conclusion, the key findings suggest that synthetic data has the potential to play a 

significant role in advancing population health research, while also protecting the privacy of 

individuals. This executive summary highlights the complex relationship between the drive 

for innovation, ethical considerations, and regulatory compliance, which is critical to the 

responsible and effective deployment of synthetic data in healthcare settings (Thapa & 

Camtepe, 2020). The executive summary also underlines the potential of synthetic data to 

significantly accelerate health research by bypassing the long and complex process of 

accessing and utilizing real electronic medical records, which is often both costly and time-

consuming due to privacy-related restrictions on access (Tsao et al., 2023). 
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Figure 8: Economic Impact Chart, visualizing the cost savings breakdown from synthetic 

data adoption in healthcare. 

 

Synthetic data can be used to facilitate wider data sharing, collaboration and multi-

stakeholder partnerships for research purposes. By leveraging this approach, we can 

overcome confidentiality challenges associated with patient data and enable access to the data 

for external researchers to collaborate and work on while ensuring privacy of individuals‘ 

health information remains intact (McKay et al., 2022). This is particularly important, since 

the need for heterogeneous datasets has been widely acknowledged in order to address 

algorithmic bias and equity concerns associated with real-world patient data and to ensure 

fair representation of different population groups in training AI models (Arora et al., 

2023). This is an important consideration given that bias is still commonly overlooked, in the 

pursuit of ‗big data‘ volumes and wider aggregation. This enables wider access to sensitive or 

protected health information for external collaboration. 

By facilitating research and collaboration on datasets that might otherwise be inaccessible 

due to privacy concerns, synthetic data allows for the development of more generalisable AI 

models, validated on diverse external data (Munung et al., 2024). Therefore, synthetic data 

can provide a way for ethical use and benefitting from patient data for research purposes, 

enabling data to be analysed and used for research while ensuring patient privacy is upheld 

(Krchova et al., 2025). This has the advantage of significantly reducing data access barriers 

and allowing more agile research cycles, more quickly leading to personalised medicine and 

public health initiatives (Jadon & Kumar, 2023). Synthetic data is also gaining traction as an 

alternative solution for training machine learning models as it offers a potentially scalable 

approach to addressing privacy concerns around real-world patient data (Vayena et al., 

2017). At the same time, it opens new opportunities for research, collaboration and the 

application of AI solutions in real-world settings by enabling exploration of complex 

epidemiological questions, as well as novel AI algorithm development in a privacy-

preserving manner (Krchova et al., 2025). In general, synthetic data generation is already an 

approach that is being actively leveraged and experimented with to address both the lack of 

large quantities of readily available patient data and strict privacy regulations, by providing 

an alternative, privacy-preserving option to real-world data (Marwala et al., 2023). However, 

the generation of synthetic data remains complex, and there are important technical and 

ethical considerations that must be addressed to ensure the quality, fidelity and privacy of 

such data, while also preserving the necessary statistical properties and relationships within 

the original sensitive patient data (Breugel & Schaar, 2023).  

This requires careful development and validation of metrics to measure the realism and 

privacy of synthetic data and also robust approaches to generating such data that can be 

generalised to a wide variety of patient populations, while also mitigating the risk of 

information disclosure or potential re-identification (Carini & Seyhan, 2024). As a result, and 

despite the significant potential of synthetic data to facilitate wider data sharing, increase the 

size and diversity of patient datasets and allow for novel applications of AI solutions in 

sensitive healthcare settings, further research and development of synthetic data generation 

techniques, as well as robust evaluation and validation approaches, are required (Giomi et al., 

2023) (Hittmeir et al., 2019). With the increasing availability of generative AI models, 
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however, the potential to generate synthetic datasets is likely to increase even further, 

offering new opportunities for wider data sharing and collaborative research projects 

(Marwala et al., 2023).  

In particular, synthetic health data could be an excellent use case for large language models 

(LLMs), given the challenges often associated with real-world health data such as limited size 

and availability, lack of diversity and privacy concerns (Smolyak et al., 2024). LLMs could 

potentially be used to generate high-quality synthetic health data in the future, addressing 

some of these key limitations and facilitating wider access to high-quality datasets (Lu et al., 

2023). This is especially relevant for industries with large amounts of sensitive consumer 

data, such as finance, where generative models for synthetic data are already actively being 

developed for machine learning model development and training (Park et al., 2021). This 

could be leveraged for training machine learning algorithms in sensitive domains such as 

healthcare where, traditionally, data access is limited (Marwala et al., 2023). The ability to 

train complex machine learning algorithms and predictive models for decision support and 

analytics, while also preserving the privacy of sensitive patient information, can be an 

important advantage of synthetic data and LLMs in healthcare (Marwala et al., 2023). Recent 

developments in the field of deep generative modelling, however, have started to focus on 

producing synthetic tabular data with state-of-the-art fidelity, representing a valuable 

alternative to traditional techniques, particularly for privacy-sensitive applications (Hassan et 

al., 2023).  

 

The deep generative approaches, such as variational autoencoders (VAEs) and generative 

adversarial networks (GANs) can learn to mimic the complex, high-dimensional distributions 

of real-world data, synthesising realistic, complex datasets that preserve the statistical 

properties and relationships of the original data (Xu & Veeramachaneni, 2018) (Jacobsen, 

2023). These approaches can be trained on real-world healthcare data, such as electronic 

health records, medical images, or genomics data and then generate synthetic, yet statistically 

similar, datasets that are safe to use for analysis and model training (Lu et al., 2023). This is 

highly valuable for privacy-sensitive applications in healthcare and life sciences, where data 

access is often restricted, as it enables the training and testing of machine learning algorithms 

on large, high-quality datasets, without direct access to the underlying sensitive patient 

information (Atwal et al., 2025) (Jacobsen, 2023).  

This is particularly relevant for population health research, as synthetic data offers the 

potential to use large, representative datasets to conduct analyses while preserving the 

privacy of the individuals represented in those datasets (Atwal et al., 2025). These large, 

realistic synthetic tabular datasets, generated by deep generative models, can provide a rich 

source of data for various machine learning and AI applications. Furthermore, given their 

realistic nature, they can potentially be used for a wide range of applications, including 

training machine learning models for predictive analytics, supporting decision-making and 

personalised treatment recommendations, as well as facilitating research and development of 

new healthcare technologies and interventions (Atwal et al., 2025). However, there are still 

some key challenges associated with synthetic tabular data generation, particularly around 

ensuring the fidelity and privacy of the synthetic data and validating its utility for different 

healthcare applications and settings (Truda, 2023). In addition, the use of powerful generative 
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models also brings with it important considerations around privacy and bias, as these models 

can potentially replicate and even amplify biases in the training data, as well as lead to the 

generation of spurious correlations that may not be present in real-world data (Chen et al., 

2021). Therefore, there is a need for further research and development of metrics and 

evaluation approaches to ensure that synthetic data generated by deep generative models is of 

high quality, realistic and safe to use for healthcare and life sciences applications (Khan et al., 

2022). This could involve developing new and more robust methods for validating and testing 

the synthetic data against real-world data, as well as exploring approaches for embedding 

differential privacy and other privacy-preserving techniques into the generative models 

themselves to ensure that the synthetic data generated is safe and private to use (Kok & 

Vardhan, 2020).  

Despite their recent success in generating realistic synthetic tabular data, deep generative 

models such as GANs have been shown to be vulnerable to membership inference attacks 

(Zhao et al., 2024). This highlights the need for robust privacy-preserving mechanisms when 

training GANs and other deep generative models on sensitive data (Zhao et al., 2024). One 

such approach is to use differentially private training protocols to limit the leakage of 

sensitive information during model training (Kunar et al., 2021). Therefore, the exploration of 

new architectures and training methods that inherently incorporate privacy guarantees, such 

as those leveraging differential privacy, may become a crucial direction for the wider 

deployment of synthetic data in sensitive settings (Leduc & Grislain, 2021). In addition, the 

need for robust evaluation metrics for assessing the quality and privacy assurances of 

synthetic datasets is also of key importance.  

These metrics should be applicable to a wide range of different healthcare applications, 

settings and regulatory requirements and jurisdictions, given the global nature of many AI 

applications and the often complex and heterogeneous nature of real-world healthcare data 

(Yale et al., 2019). While the fidelity of synthetic data to real-world distributions is of key 

importance for many downstream tasks that rely on synthetic data, including data analytics, 

model training and research, this should be balanced with robust privacy protection, which is 

of particular importance in healthcare and life sciences applications (Momha, 2025). This 

requires a continuous improvement of generation algorithms to ensure that synthetic data 

accurately reflects population health trends, without also amplifying biases that are present in 

the real data (Khan et al., 2022). This requires a comprehensive approach to assessing both 

the statistical utility and privacy-preserving properties of synthetic data in the context of 

sensitive health data. Moreover, the utility of synthetic data also depends on the particular 

generative model used for data generation. The different approaches, which range from 

statistical generative models that are more evenly distributed to the highly realistic but less 

controlled approaches based on generative adversarial networks (GANs), offer different 

levels of realism and control over data distribution (Marwala et al., 2023). The tension 

between realism and privacy also continues to be a central theme in the use of synthetic data, 

especially given the needs of different application scenarios and potential trade-offs between 

data fidelity and privacy (Langevin et al., 2021).  

This is of particular importance in healthcare and population health research, where synthetic 

data has great potential to support data analysis and model training, while also preserving 

patient privacy (Atwal et al., 2025) (Jacobsen, 2023). However, this requires careful 
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consideration of the regulatory landscape governing health data, including specific rules and 

requirements of different privacy laws and regulations such as HIPAA and GDPR, as well as 

potentially broader guidelines around use and disclosure of patient information, to ensure 

compliance and limit liability (Godbole, 2025). This requires the integration of established 

industry standards and guidelines into data generation and evaluation, to ensure that synthetic 

data produced is both representative of real-world datasets and complies with necessary 

privacy and security requirements (Hao et al., 2024) (Xia et al., 2024).  

The use of synthetic data for educational and research purposes also underlines its great 

utility, enabling various forms of analysis, model development and testing that might not be 

feasible or safe with real patient data (Yale et al., 2020) (Lu et al., 2023). In addition, the use 

of synthetic data can also provide a novel solution to another key limitation of real-world 

healthcare datasets: the lack of easily available large-scale data, which can be particularly 

prevalent in more specialised or rare disease fields, or for emergent and rapidly developing 

health conditions and public health threats (Chereddy & Bolla, 2023). In many medical 

specialisations, there are also a need for data sources that ensure patient anonymity and 

confidentiality, making synthetic data a potentially suitable solution (Kitchen & Seah, 

2017). This includes not only research and collaboration among medical researchers and 

academics but also practical application in developing and testing new diagnostic and 

prognostic tools, without direct access to or exposure of sensitive patient information 

(Nikolenko, 2019). This broad applicability and utility across different aspects of healthcare 

and life sciences emphasises the importance of continued research into advanced synthetic 

data generation approaches and the importance of finding the right balance between data 

utility and strong privacy preservation (Lu et al., 2023). Recent advances in deep generative 

models, particularly the use of diffusion models, also offer promising directions for 

generating high-quality and diverse synthetic data while also incorporating differential 

privacy (Breugel & Schaar, 2023). In fact, these methods have been shown to be able to 

generate provably private synthetic data, even in the presence of distribution shifts between 

the pre-training and fine-tuning datasets, which is often the case with real-world healthcare 

datasets (Ghalebikesabi et al., 2023).  

 

In general, the development of new and more powerful generative AI methods, including 

large language models, offers a lot of promise for further advancing synthetic data generation 

approaches, as well as increasing the quality of synthetic data generated while also addressing 

key ethical considerations, such as ensuring the data is both analytically useful and highly 

privacy-preserving (Bhuyan et al., 2025) (Lu et al., 2023). However, there are some 

additional challenges associated with the use of synthetic data, which include the fact that, 

despite the great potential of synthetic data, complex real-world health determinants are often 

represented in a highly local and nuanced fashion that may not be captured well in traditional 

datasets (Marwala et al., 2023). Synthetic data can help to address these issues to some 

extent, as it can be specifically tailored to ensure greater diversity and demographic 

representativeness. However, there are also important cultural and socio-demographic factors 

that may also be local and unique to specific communities and patient populations, which 

may not be easily captured by synthetic datasets (Marwala et al., 2023). Addressing these 
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issues would require further research and development of new generative AI architectures 

and approaches that can effectively capture these complex local health determinants.  

 

Furthermore, a robust evaluation and validation framework would be needed to certify the 

safety and scientific and ethical validity of the synthetic data produced. Generative AI and 

LLMs are becoming increasingly popular and are making significant progress across a wide 

range of AI applications and medical fields, including medical diagnostics, biomedical 

research and healthcare treatment planning (Reddy, 2024). However, as discussed above, 

they also come with important risks, especially in the context of patient health data, given 

their data-hungry nature and potential security vulnerabilities (Chen & Esmaeilzadeh, 

2024). They are also often black-box models that are difficult to explain and subject to 

potential attacks, such as model inversion and data leakage attacks (Fan et al., 2023). The 

sensitivity and privacy of medical information makes these technologies a high-value target 

for bad actors and cyber-attacks (Chen & Esmaeilzadeh, 2024). This requires additional 

security measures, which could also increase costs, complexity and liability concerns (Chen 

& Esmaeilzadeh, 2024). This risk is especially relevant for machine learning, which often 

relies on sensitive patient health data and can be used to generate realistic medical 

information and visualisations that can be difficult to distinguish from real data, which can 

also be exploited for malicious purposes (Reddy, 2024). The potential for these models to 

replicate and amplify biases from training data has also raised significant concerns about 

fairness and bias, as discussed above, which could also result in serious ethical and social 

consequences, including for vulnerable and marginalised populations (Ferrara, 2023).  

Furthermore, the security vulnerabilities and potential for misinformation and other attacks 

and misuse cases could also present serious ethical and safety issues (Lasker, 2024). The use 

of synthetic data, while addressing some of these issues, does not eliminate the privacy, 

security and ethical concerns associated with these models (Al-kfairy et al., 2024). This 

would require additional research and development of new model architectures and training 

and security protocols, as well as the development of comprehensive and cohesive 

frameworks to ensure AI is used ethically and safely. This is a complex and multifaceted 

challenge, which requires collaboration and coordination among a variety of stakeholders, 

including AI developers, healthcare professionals, as well as ethical and policy experts and 

academics (Yekaterina, 2024) (Bhuyan et al., 2025).  

This is also related to broader issues around AI adoption and governance in the healthcare 

space, which is still a complex and rapidly changing environment that is challenging to 

navigate due to various compliance and regulatory barriers and a lack of clear policies and 

frameworks (Jha et al., 2023) (Debić & Medvidovic, 2024). However, there are also key gaps 

in the current ethical and regulatory landscape around medical AI, including in the context of 

synthetic data, such as a lack of a unified ethical framework and clear legal standards, which 

creates a great deal of uncertainty and limits public trust (Pesapane et al., 2021) (Emdad et 

al., 2023). This extends to the training and safety measures and best practices, as well as to 

the legal and regulatory frameworks that govern these activities and approaches, which have 

not always been updated to keep pace with rapid advances in the technology and, therefore, 

also often lack clarity and guidance (Palaniappan et al., 2024). Addressing these gaps and 

ensuring that AI is being used to augment rather than replace human oversight, while also 
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ensuring patient privacy and autonomy is preserved, will be an important focus for both AI 

and medical professionals and researchers going forward (Pham, 2025). 

 

 
 

As one can see, adopting advanced AI solutions in healthcare has its potential 

benefits. However, ―simultaneously, it is essential to consider its ethical and regulatory 

aspects to ensure safe and respectful application and avoid potential harm to patients‘ privacy 

and safety‖ (Mennella et al., 2024, p. 3). In detail, one must elaborate more comprehensive 

ethical guidelines to advance the justice, fairness, accountability, and patient-centered AI 

principles (Weiner et al., 2025). For instance, ―strict anonymization techniques should be in 

place‖ (Weiner et al., 2025, p. 8). Moreover, clear protocols on access control should be 

provided. At the same time, the synthetic dataset should be regularly validated for 

consistency and reliability against real-world data (Pham, 2025). Such validation protocols 

are critical for ensuring that the synthetic data is accurate, unbiased, and truly representative 

of the target population‘s demographics, clinical characteristics, and socioeconomic 

status. This, in turn, means that any research or analysis derived from such a dataset is also 

representative, reliable, and can be generalized for clinical or epidemiological research. 

 

Validation protocols should also include procedures for accounting for temporal variations 

and potential shifts in disease prevalence and health data trends to ensure the synthetic data 

remains up-to-date and useful over time. Additionally, one must ―establish mechanisms for 

continuous monitoring and evaluation of both the utility of the synthetic data and the 

robustness of privacy guarantees‖ (Göktaş & Grzybowski, 2025, p. 1). This is because it will 

be essential to adapt to the new threats and technological developments to ensure full 

compliance with new regulatory standards and ethical considerations (Göktaş & Grzybowski, 

2025). Therefore, developing robust oversight and iterative improvement mechanisms ―can 

be instrumental in ensuring trustworthiness of the decision support from medical AI systems, 
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as well as in public acceptance of the algorithms‖ (Zhang & Zhang, 2023, p. 1). This, in turn, 

is a highly important part of the gradual but steady adoption of the synthetic data into the 

healthcare system while bridging the gap between the technological opportunities and the 

ethical requirements (Abujaber & Nashwan, 2024). In turn, as several studies mention, to 

ensure the safe adoption of artificial intelligence in medical research, it is important to 

consider the comprehensive ethical framework and robust governance development 

(Abujaber & Nashwan, 2024) (Shuaib, 2024).  

This will ensure and maintain the public trust in AI systems in healthcare in the future. This 

means, ―globally, all stakeholders must work closely to build consensus and agree on 

common but strict standards to regulate sensitive health data (ownership, privacy, 

accountability, etc.), and enable the safe and trustworthy use of AI in healthcare‖ (Pesapane 

et al., 2021, p. 1). In detail, this may help reduce the potential harmful effects and, thus, 

―enable the realization of AI in a full capacity in healthcare systems‖ (Pesapane et al., 2021, 

p. 1). This is a highly necessary approach to fully control the development and 

implementation of synthetic data solutions and ensure that they follow the social values and 

ethical needs, which will allow establishing AI systems in close interaction with firm patient 

protection (Jeyaraman et al., 2023). As can be noted, the active development of AI in 

healthcare is a long and lengthy process that must be addressed with flexible but firm ethical 

frameworks to anticipate new challenges and, first of all, novel data generation approaches, 

such as synthetic data, to maintain full transparency and public trust (Zhang & Zhang, 2023) 

(Göktaş & Grzybowski, 2025). This also must mean, as mentioned earlier, that models are 

trained on the synthetic data are both accurate and interpretable and, thus, that their 

―reasoning process can be validated through the audit‖ (Zhang & Zhang, 2023, p. 2). 
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